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Course Title/Code: Data Structure and Algorithm/CS302 & CS392

Semester:-1stYear:- 2d Group:- B

Name of the Faculty: Prof. Sutapa Bhattacharya
E-mail : sutapa2007@gmail.com

Class Schedule:

Day Monday Tuesday [ 2L ] Wednesday| L ] Thursday Friday [ T ]
Timing(B) 11:40 am - 1:20pm 11:40 am —12:30pm 2:10 pm —3:00 pm

Laboratory Schedule:

Day Monday Tuesday Wednesday Thursday Friday
Group B1 2:10 pm —4:40 pm
Group B2 2:10 pm —4:40 pm

Hours of Meeting Students:

Day Monday Tuesday Wednesday Thursday Friday
Timing(B) 3.50pm--4.50pm 3.50pm--4.50pm 3.50pm--4.50pm 3.50pm--4.50pm 3.50pm--4.50pm

¢ OR Byappointment.

i) Course Objective:

Students will be capable to demonstrate the basic concept of data structures and implement it through C programming language and
compute asymptotic notations of an algorithm to analyze the consumption of resources (time/space).

ii) Course Outcomes:
After completion of this course the students are expected to be able to demonstrate following Knowledge, skills and attitudes.

a) The Students will be able to:
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COs Outcomes

Targets

CS302.1 | 1. Describe ideas about Algorithm and basic data structures.
(BT-LEVEL 2)

60% marks

CS302.2 | 2. Implement linear data Structure likearray, linked listand its operations. (BT- LEVEL 3)

60% marks

CS302.3 | 3. Solve the different problems on stack, queue and recursive techniques.(BT-
LEVEL 3)

60% marks

structures.(BT-LEVEL 3)

CS302.4 | 4. Utilize theknowledgeaboutthe basicdatastructureandalgorithminnon- linear data

60% marks

LEVELS5)

CS302.5 | 5, Verify the complexity of standard algorithms for Sorting, Searching and Hashing. (BT-

60% marks

b) Oncethestudenthassuccessfully completethiscourse, he/shemustbeabletoanswerthefollowing questions or

perform/demonstrate the following:

w
=

QUESTION

BT- LEVEL

Definelinear and non-linear data structure.

Describe briefly about asymptotic notations.

How do you implementthelinked list data structure?

How to solve the problem of singly linked list?

How do you implementstack using array and linked list?

How do you implementlinear queue using array and linked list?

How do you implementlinear queue using array and linked list?

How to calculate Balance factor in AVL tree?

OO NG W=

How can implement a non-linear data structure?

What is the technique to detect worst time complexity in quick sort?

=
1o

How to verify complexity of sorting algorithm?

IO W W W W W W WINN

Data Structure and Algorithm Syllabus [in Units]
Paper Code: CS302
Contracts: 3L+1T
Credits- 4

Unit -1: Introduction (2L)

Why we need data structure?

Concepts of datastructures: a) Dataand datastructure b) Abstract Data Type and Data Type. Algorithmsand
programs, basic ideaofpseudo-code.

Algorithmefficiency andanalysis, timeand space analysisof algorithms—order notations.

Unit-2: Array (2L)
Different representations — row major, column major.
Sparse matrix - its implementation and usage.Array representation of polynomials.
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Unit-3: Linked List (4L)
Singly linked list, circular linked list, doubly linked list, linked list representation of polynomial and applications.

Unit-4: Stack and Queue (5L)
Stack and its implementations (using array, using linked list), applications.
Queues, circular queue, dequeue. Implementation of queue- both linear and circular (using array, using linked list), applications.

Unit-5: Recursion (2L)
Principles of recursion —use of stack, differences between recursion and iteration, tail recursion. Applications-The
TowerofHanoi, EightQueensPuzzle.

Unit-6: Nonlinear Data structures Trees (9L)

Basic terminologies, forest, tree representation (using array, using linked list).
Binarytrees-binarytreetraversal(pre-,in-,post-order),threadedbinarytree(left,right, full)-non-recursive traversal algorithmsusing
threaded binary tree, expression tree.

Binary search tree- operations (creation, insertion, deletion, searching).

Height balanced binary tree — AVL tree (insertion, deletion with examples only). B-Trees—

operations (insertion, deletionwithexamplesonly).

Unit-7: Nonlinear Data structures Trees Graphs (6L):

Graph definitions and concepts (directed/undirected graph, weighted/un-weighted edges, sub-graph, degree, cut- vertex/articulationpoint,pendantnode,
clique,completegraph,connectedcomponents—stronglyconnected component, weakly connected component, path, shortest path,
isomorphism).

Graph representations/storage implementations — adjacency matrix, adjacency list, adjacency multi-list.

Graph traversal and connectivity — Depth-first search (DFS), Breadth-first search (BFS) — concepts of edges used in DFSand BFS (tree-edge,
back-edge, cross-edge,and forward-edge), applications.

Minimal spanning tree — Prim’s algorithm (basic idea of greedy methods).

Unit -8: Sorting (5L)

Bubble sort and its optimizations, insertion sort, shell sort, selection sort, merge sort, quicksort, heap sort (concept of max heap,
application —priority queue), radix sort.

Unit -9: Searching (2L)
Sequential search, binary search, interpolation search.

Unit -10: Hashing (3L)
Hashing functions, collision resolution techniques.

c) Unit Layout

Unit No. Unit Lecture Hours Tutorials Laboratory

Hours

1 Introduction 2HRS

2 Array 2 HRS 1 3HRS

3 Linked List 4 HRS 1 12 HRS

4 Stack and Queue 5HRS 2 6 HRS

5 Recursion 2 HRS 1 3 HRS

6 Trees 9 HRS 2 3HRS

7 Graphs 6 HRS 2
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8 Sorting 5HRS 1 6 HRS
Searching 2 HRS 1 3HRS
10 Hashing 3HRS 1
Total 40 12 36HRS
Text Books:

1) DataStructure and Algorithms, Seymour Lipschutz, TMH Publications
2) DataStructuresusing Cand C++byLangsam, Tenenbaum, PHI publications

Reference Books:

1) “FundamentalsofDataStructuresofC”byEllisHorowitz,SartajSahni, Susan Anderson-freed

2) Datastructuresthrough C language by Samiran Chattopadhyay

d) Evaluation Scheme:

1) Theory:
Evaluation Criteria Marks
First& Second Internal Exam* 15
Assignments/Quiz 10
Attendance 5
University Exam 70
Total 100

* Twointernalexaminationsareconducted; basedonthosetwotests,averageofthemareconsideredinascaleof 15.

University Grading System:

Grade Marks
0 90% and above
E 80-89.9%
A 70-79.9%
B 60— 69.9%
C 50-59.9%
D 40— 49.9%
F Below 40%
2) Practical:
Evaluation Criteria Marks
Internal Exam* 40
University Exam 60
Total 100
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*Internal Evaluation will be based on daily lab performance as per the following schedule:

e) Laboratory Evaluation:

Experiment
No.

Experiment Name

Schedule

Marks

P1

Implement the following Operation of Array
data structure:

1) InsertanddeleteanelementintoanArray.

2) Traverse thearray.

3 HRS

P2

Implement the following Operation of Single linked list :
1) Createand Traverseasingle linked list.

2) Insertanddeleteanelementfromalist

3) Reverseasinglelist.

4) Searching the element from the list 5)Sorting the

node values in ascending order

3HRS

P3

1) Implement The following Stack Operation using Array
and Linked List :

a)PUSH() b)POP() ¢) Traversal

2)Writeaprogramtoimplement TowerofHanoi and8queen
puzzleproblemusingrecursion

3HRS

P4

1)Implement The following  linear  Queue
Operationusing Array and Linked list:

a)Enqueue() b)Dequeue() c)Traversal

2)Implement The following Circular Queue Operation
using Array :

a)Enqueue() b)Dequeue() ¢) Traversal

3HRS
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Implement The following Double ended Queue Operation
using Array :
P5 ’ Y
_ 3 HRS 4
a)Insertleft() b)Insertright() c) Delete left() d) Delete
right() e) Traversal()
Implement the following Operation of Double linked list :
P6 1) Createand Traverseadoublelinkedlist.
3HRS 3
2) Insertanddeleteanelementfromalist.
Implement the following Operation of Circular linked list
P7 o 3HRS 3
1) CreateandTraverseadoublelinkedlist.
2) Insertanddeleteanelementfromalist.
P8 Write a program to implement polynomial additionand
multiplicationusinglinkedlist. 3HRS 3
Implement The following Binary search Tree operation :
P9 a) Insert an element b) Delete an element 3HRS 3
c) Search an element
Develop the following sorting algorithm:
P10 a)Bubblesort b)Selectionsort c)InsertionSort d)Merge 3HRS 3
sort
Develop the following sorting algorithm:
. 3HRS
P11 a)Quick sort b)Heap sort c)Shell sort 3
Develop the following searching algorithm:
3 HRS 3
P12 Linear Search, Binary Search and Interpolation search
Total 40
University Exams 60
f) Overall Course Attainment Target
Attainment Level Inference Marks
Attainment Level 1 40%ofthestudentshaveattainedmorethanthetargetlevelofthatCO 1
Attainment Level 2 50%ofthestudentshaveattainedmorethanthetargetlevelofthatCO 2
Attainment Level 3 60%ofthestudentshaveattainedmorethanthetargetlevelofthatCO 3
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Overall Course Attainment Target

(70% of university and 30% of the internal exam) will be = Attainment Level 3

Target has been set on the basis of last year’s performance / result by the students, student quality this year and
difficulty level of the course.

g )Mapping of Course Outcomes and Program Outcomes:

Course Program Outcomes PSOs
Outcomes | 1. | 2. 3. 4. 5. 6.| 7. 8 | 9. | 10| 11.| 12| 1. | 2
CS302.1 1 1 -- - - — | - | - - - -1 1
CS302.2 2 2 -- - 1 - | - - 2 - -] - 1 1
CS302.3 2 2 -- - 2 - | - - 2| - | - 1 1 -
CS302.4 2 2 -- - 2 - | - - | 2 - | - 1 1 -
CS302.5 2 3 -- - 2 - | - - 2 - | - 1 1 -

CS302 2 2 -- -- 2 - -] -1 2 - -] 111 1

e CO1toCO5satisfies application of knowledge of mathematics and science in solving engineering problems and problem analysis.
(POL,P0O2).

e CO2toCO5partially satisfies modernengineeringand IT tools. (PO5).

e CO2to CO5minimally satisfies the individual and teamwork. (PO9).

e CO3toCO5minimally satisfies the lifelong learning. (PO12).

e (CO1to COS5satisfies application of knowledge of mathematical foundations, programming skills and algorithm etc.(PSO1).

e COland CO2minimally satisfies PSO2

h) Delivery Methodology:

Outcome Method Supporting Tools Demonstration
CS302.1 Structured, Partially Black Board ,NPTEL Describe the basic
Supervised videos algorithm and asymptotic
notations.
CS 302.2 Structured, Partially Black Board, C programming | Describe ~ the  different
Supervised types of linked list and
their implementations.
CS 302.3 Structured, Partial Black Board, C Demonstrate applications
Supervised programming of stack and queue.
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CS 3024 Structured, Partial Black Board, C Implement Non-linear
Supervised programming, Power data  structures using
point slides linear data structures.
CS 3025 Structured, Partial Black Board, C Implementdifferenttypes
Supervised programming, Power point | of  sorting, searching
slides problems.
i) Assessment Methodology:
Assessment Tool OUtcomes Specific Question aligned to the
Outcome
CS302.1 | CS02.2 CS302.3 | CS302.4 | CS302.5
N J J Writeanalgorithmtoreversea linked
FIRST INTERNAL v - listinreverseorder.
J J Draw a max heap from the below
SECOND INTERNAL 3 - - list:12,11,7,3,5,9,2,10
Translating the following infix expression
J J into postfix expression using algorithm:
ASSIGNMENT \ - v A+(B*C-(D/(E+F))*G)*H
......... function of Cisusedtoallocate ablock
of memory.
QUIZ N N N N N a)malloc() b)calloc()
c)free() d)realloc()
Write a program to implement singly
LABORATORY - linked list.
v v v v
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A.Weekly Lesson Plan

Week

Lectures

Tutorial

Laboratory

Assignment/Quiz

Discussion on course outcome and program
outcome

Introduction:

Remembering C programming language. Concepts of
data structures: a) Data anddata structureb) AbstractData
TypeandDataType. Algorithms and programs, basic idea
of pseudo- code.

Linear Data Structure: Array- Insertion, Deletion,

Traversing, row major, column major, Sparse matrix - its
implementationandusage

Linear Data Structure: Singly Linked List-
Definitions, Operations- Create, Traverse,
Insertion

ReviewofC
Language

Implement C
programming
using function
and structure

technique.

Quizl

Linear Data Structure: Singly Linked List-
Deletion, Reverse, Traverse(in reverse
order),Sorting, Searching

Linear Data Structure: Stack-Definitions,
operations (push, pop, traverse). Implementations
stack using array and linked list, Polish notations

Array

Array( P1)

Assignmentl

Conversion -infix to postfix, Evaluation of postfix

Principles of recursion — use of stack, differences
between recursion and iteration, tail recursion, Applications
- The Tower of Hanoi, Eight Queen puzzle problem

Linear queue -(Definition, implementation using
array and Linked List)

Single
Linked List

Singly Linked
list(P2)

Assignmentl
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Circular  queue-(Definition,
usingarrayand Linked List)

implementation

Assignmentl

Stack Stack
Double Ended queue-(Definition, & ) &
implementationusingarray) Recursion Recursion (P3)
Doubly  Linked List ~ —Definitions and
operations(create, traverse, insertion, deletion
Queue (P4 & P5)
Circular  Linked  List  -Definitions  and Queue
operations(create,traverse,insertion,deletion)
Polynomial and Applications using array and linked list Assignmentl
Nonlinear Data  structures- Trees :Basic
terminologies, forest, tree representation (using array and
linked list),Binary trees - binary tree traversal (pre-, in-, | Double and Double and
post-order) .Clrcula.r Cl_rcular Linked
Linked List List(P6&P7)
Binary search tree-Definition and operations (create,
insert,traverse,search),BSTdeletion
Expression tree, Threaded binary tree (left, right, full) - Assignment?2
non-recursive traversal algorithms using threaded binary
tree
Height balanced binary tree — AVL tree (insertion, Polynomial
deletion with examples only). Binary additionand
multiplication
. N . . search tree . .
B- Trees — operations (insertion, deletion with examples using linked
only). list(P8)

Basic idea of pseudo-code, Algorithm efficiency and
analysis, time and space analysis of algorithms —
order notations
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Sorting  Algorithms Bubble sort and its
optimizations, Insertion sort and analysis of time
complexity

Selectionsort, Merge sort andanalysisoftime complexity

Binary search tree

Assignment?2

B —Tree
8 Quick sort, Shell sort and analysis of time complexity & (P9)
Heapsort (concept of max heap), Radixsortand analysisof | AVL Tree
time complexity
Searching : Sequential , Binary search, Interpolation Assignment?2
searchand its time complexity
Non-linear Data structure: Graphs- definitions | Asymptotic
and concepts (directed/undirected graph, weighted/un- | notations and Sorting(P10)
9 weighted edges, sub-graph, degree, cut-vertex/articulation Sorting
point, pendant node, clique,andcompletegraph) Algorithms
Graphs: Definitions (connected components — strongly Assignment?2
connected component, weakly connected component,
path, shortest path, isomorphism)
Graph representations storage implementations
10 — adjacency matrix, adjacency list, adjacency multi-list., Searching Sorting(P11)
connectivity — Depth-first search (DFS),
Breadth-first search (BFS) —concepts of edges usedin
DFSandBFS, applications.
Minimal spanning tree — Prim’s algorithm (basic idea of
11 greedy methods). Graphs Searching(PlZ)
Hashing Hashing functions, collision
resolutiontechniques
Discussion on Previous Question Paper on WBUT
12 Revision Lesson Hashing

B. Daily Lesson Plan (Repeat format for each unit)
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UNIT: 1
Title : Introduction

Date: 14/07/15 Day: Tuesday(11.40 a.m—13.20 p.m)

CONTENTS
1)Discussion on program outcome , Introduction to C programming language with example 2)Define the Data
structure
3) Classify DataStructure

4) Explain Algorithm with example

UnitObjectives: Student canabletorecall C programming. Broad
Objectives of the unitare:
1. Concepts of using pointer function and structure.

2. Datastructure definition and classifications.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Describe function, structure? (Level 2)

2. What do you understand by Data Structure? (Level 2)

3. Classify datastructure withexamples. (Level 5)

4. Describe characteristics ofalgorithms. (Level 2)

5. Compare between linearand non linear datastructure. (Level 4)

HOMEWORK:relatedto Topicobjectiveand outcomeasexpressed intermsofindicators/criteria

1. What is the utilization of the following program? main()

{
int a[]={0,1,2,3,4};
intk, *p;
for(p=a, k=0;p+k<=at4; p++, k++) printf(“ %d *,
*(p+k));
}
QUIZ: related to Topic objective and outcome (new quiz with real world examples) 1)......... functionofCis

usedtoallocateablock of memory.

a)malloc() b)calloc()
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c)free() d)realloc()

UNIT: 2

Title :Array and Its Operation

Date: 15/07/15 Day: Wednesday(11.40a.m---12.30 p.m)

CONTENTS
1) Define Array datastructure.
2) Insertanelementinto Array.
3) Delete anelement from Array.

4) Memory representation: row major and column major

Topic/Unit/Chapter Objectives: Student can able to understand about linear data structure. Broad Objectives of the
chapter/topicare:
1. Concepts of linear datastructure.

2. Implementthe algorithmtoinsertand deletean element fromarray.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Describe array? (Levell)
2. Explainthealgorithmforinsertanddeleteoperationonarraydatastructure. (Level4) 3.Explainwith

exampleonrowmajorandcolumnmajor.(Level4)

HOMEWORK:relatedto Topicobjectiveand outcomeasexpressed intermsofindicators/criteria

1) LetAbeatwodimensionalarray declaredasA[l....10][1....15] of integer. Assumingthateach integertakesonememory
locations the array is stored in row major order and the first element of the array is stored at location 100, what is the
addressoftheelement A[i][j]?

QUIZ: related to Topic objective and outcome (new quiz with real world examples)

1) Thenumberofelementsniscalledthelength of thearray.
a) UpperBound c) LowerBound
b) Size d)Variable

2) Arrays are best data structures
a) for relatively permanent collections of data b) for the size of the structure and the data in the
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structure are constantly changing
c) for both of above situation d) for none of above situation

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1) Insert one element into array and delete one element from array.

UNIT: 2
Title :Tutorial |

Date: 17/07/15 Day: Friday(02.10 p.m---03.00p.m)

CONTENTS

1) WriteaC programto merge two arrays.
2) Whatisthedifferencebetween linearand non-linear datastructure?

UNIT: 3

Title:SingleLinked List

Date: 21/07/15 Day: Tuesday(11.40 a.m—13.20 p.m)

1) Definition of Linked listand its types.
2) Representation of linked list.

3) Operationsof Single Linkedlist( Create, Traverse,Insertion)

Unit Objectives: Student can able to understand about single linked list. Broad Objectives of the
chapter/topicare:

1. Studentcanable to understand linked list. (Level 2)

2. Howtocreate asingle linked list? (Level 6)

3. Compare betweenarrayand linked list. (Level 4)

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Explain analgorithm for Creation of single linked list. (Level 4) 2.Explain the

algorithmofTraversalofsinglelinkedlist.(Level4)
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HOMEWORK:relatedto Topicobjectiveand outcomeasexpressedintermsofindicators/criteria

1. Draw a single link list which has 5 nodes.

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1) Implement thefollowingoperationoflinkedlist a)Createlist
b)Traversal

¢)Insertfirst d)insertlast e)Insert Anywhere

UNIT: 3

Title: Single Linked List

Date: 22/07/15 Day: Wednesday(11.40 a.m—12.30 p.m)

CONTENTS

OperationsofSingleLinkedlist.(Deletion,Searching,Sorting, Reversing)

UnitObjectives: Studentcanabletounderstand aboutoperationofsinglelinkedlist Broad Objectives
ofthe chapter/topicare:
1. Studentcanable to understand single linked list. (Level 2)

2. Howtoexplain thealgorithmtoInsertand Deleteanelementfromasinglelinkedlist? (Level 4)

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Explain analgorithmfor Insertionand deletion of single linked list. (Level 4)

2. Explain thealgorithm of searching theelementfromsingle linked list. (Level 4)
3. Explain analgorithm for Sorting of single linked list. (Level 4)

4, Explain toReversesingle linked list. (Level 4)

5. Explain totraverse linked listin reverse order. (Level 4)

HOMEWORK :relatedtoTopicobjectiveandoutcomeasexpressedintermsofindicators/criteria

1. Writeanalgorithm of finding the middle node formasingle linked list.
2. Binarysearchispossibleornottofindanode fromalinked list.
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LABORATORY EXPERIMENT: related to the Topic objective and outcome.

1) Implement thefollowingoperationofsinglelinkedlist a)Deletefirst

b)delete last ¢)Delete anywhere
d)Sorting e)Reversing f)Traverse(in reverse order)
g)Search the element from list
UNIT: 3
Title:Tutorial-11

Date: 24/07/15 Day: Friday(02.10 a.m—03.00 p.m)

CONTENTS

1) Whatisthedifference between array and linked list?
2) Find the middle element from a single link list without counting the number of node?
(If number of node is ODD then one middle element, if EVEN then two middle element)

3) Isitpossibletofind(searching)anodefromasinglelinklistusingBINARY search(considerallthe element in sorted order)

UNIT:3
Title: Linear Data Structure(Stack) Date:

28/07/15 Day: Tuesday

CONTENTS
1)STACK-Definitions, operations 3)Implementations
using array 4)Implementations using linked list
5)Application ofStack

6)Arithmetic notation(prefix, postfix, infix )

UnitObjectives: Studentcanabletounderstand aboutoperationofstack Broad

Obijectives ofthe chapter/topicare:

Hewlett-PackardCOURSE FILE ON DATA STRUCTURE AND




1. Abletounderstand about Stack Data Structure
2. Studentcanabletounderstand stack operation (PUSHand POP)

3. Abletounderstandabouthowto representprefix, postfix, and infix notation

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Whatdoyou understand by pushand pop operation in Stack? (Level 2)
2. Findingthe over flow and under flow condition for Stack? (Level 4)

3. Explaining the real life example of stack? (Level 4)

HOMEWORK :relatedtoTopicobjectiveandoutcomeasexpressedintermsofindicators/criteria

1. AsinglearrayA[1....MAXSIZE]isusedtoimplementstacks. Twostacksgrowfromoppositeends
ofthearray.VariableTopland Top2(Topl<Top2)pointtothelocationofthetopmostelementin eachstacks.ifthespaceis
tobeusedefficiently.sowhatistheSTACKFULL condition?

QUIZ: related to Topic objective and outcome (new quiz with real world examples)

1. Stackisalso called as

a) Lastinfirstout b) Firstin last out

c)Lastinlastout d) Firstin first out
2. Insertinganitemintothestackwhenstackisnotfulliscalled..............cccooovvniininin Operation and deletion of
itemformthestack, whenstackisnotemptyiscalled............ccccocvevininnn. operation.

a) push,pop b) pop,push

c)insert,delete d) delete,insert

LABORATORY EXPERIMENT: related to the Topic objective and outcome.

1. Implement Stack Operation in C programming language using array and linked list.

UNIT: 4
Title: Linear DataStructure(STACK) Date:

29/07/15 Day: Wednesday

CONTENTS

3)Convert infix to post fix expression(with examples)
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4)Evaluation of post fix expression

Topic/Unit/Chapter Objectives: Student can able to understand stack data structure Broad Objectives
of the chapter/topic are:
1. Studentcanabletounderstand howtoconvertinfixtopost fixexpression

2. Student can able to understand howto evaluate post fix expression

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Describe polishnotation? (Level 2)

2. Whatdo you understand by reverse polish notation? (Level 2)

HOMEWORK:relatedto Topicobjectiveand outcomeasexpressed intermsofindicators/criteria

1. Translating the following infix expression into post fix expression A+(B*C—
(D/(E+F))*G)*H

2. Evaluate the following Post fix expression(with single digit operand). 8237/23* +5
1*-
Identify the Top two elements of the stack after the first * (operator) is evaluated.

UNIT: 4
Title :Tutorial-I11

Date: 31/07/15 Day: Friday

CONTENTS

1. Convert the following arithmetic expression infix to post fix expression i)A+B*D+(G-
H)
il)F/G*(M*N+A)

2. Evaluate the following post fix expression. i)*+7 9-4
6
i) /+24*-631

3. The following sequence of operation is perform on a stack :
push(1),push(2),pop(),push(5),pop(),pop(),push(4),pop(). What are sequence of popped out
values?
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UNIT: 5
Title : Recursion

Date: 04/08/15 Day: Tuesday

CONTENTS
1) Recursion.
2) Types ofRecursion.
3) Tower ofHanoi.

4) Eight Queen Puzzle Problem.

Unit Objectives: Student can able to understand about recursion and its classification. Broad Objectives of
the chapter/topic are:

1. StudentcanabletounderstandHowtoapplyrecursiontechniqueinreallifeapplication.
2. Studentcanabletounderstand how to draw recursivetree.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Compare between Recursion Vs Iteration. (Level 4)

2. Describe Tail recursion? (Level 2)

1. Explain the algorithm of Tower of Hanoi. (Level 4) 2.0utlinea
recursive Treefor TowerofHanoiforn=3.(Level4)

3. Explain the algorithm of 8 queen puzzle problem. (Level 4)

HOMEWORK:relatedto Topicobjectiveand outcomeasexpressed intermsofindicators/criteria

1) int ABC(intn,intm)
{

if(n==0) return(m+1);

elseif(m==0&&n>0)
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return ABC(n-1,1);
else return ABC(n-1,ABC(n,m-1));
}

2) Draw a recursive Tree for Tower of Hanoi for n =4

QUIZ: related to Topic objective and outcome (new quiz with real world examples)

NA

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1. ConstructCprogramminglanguageforGCDoftwonumberrecursivetechniques.

2. ConstructCprogramming language for Fibonacci seriesoftwonumberusing recursion.
3. ConstructCprogramming language fortowerofHanoiinrecursivetechnique.
4,

ConstructCprogramminglanguageforeightqueenpuzzleprobleminrecursivetechnique.

UNIT: 4
Title:Linear DataStructure(Linear QUEUE) Date:

05/08/15 Day: Wednesday

CONTENTS
1) Linear Queue-Definitions
2) OperationofQueue(insertatfront,deleteatrear)

3)Implementationusingarrayandlinked list

Topic/Unit/Chapter Objectives: Student can able to understand queue data structure Broad Objectives of
the chapter/topic are:
1. Ableto understand about linear queue Data Structure

2. Studentcanabletounderstand linearqueue operation(insertatfront,deleteatrear)

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Discuss the operation in queue? (Level 2)
2. Explain theoverflowandunderflowconditionforQueuedatastructure? (Level4) 3.Whatdoyou

understand by thereal life example of queue? (Level 2)
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HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. What is the difficulties of linear queue and how overcome it?

QUIZ: related to Topic objective and outcome (new quiz with real world examples)
1. Whichdatastructureallowsdeleting dataelementsfromand inserting atrear?

A.Stack B. Queues
C.Tree D. LinkedList

2 A... isadatastructurethatorganizesdatasimilartoalineinthe supermarket, wherethefirstonein
line is the first one out.

A.Queuel B. Stacks
C.Bothofthem D. Neither of them

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1. Implement Linear Queue Operation in C programming language using array and linked list.

UNIT: 4&5
Title : Tutorial-1V Date:

07/08/15 Day: Friday

UNIT:4
TitleLinearDataStructure(CircularQUEUE) Date:

11/08/15 Day: Tuesday

CONTENTS
1) CIRCULAR Queue
2) Operationof CURCULAR Queue(insertatfront,deleteatrear traverse)
3)Implementation usingarray

4)DEQUEUE-Definitions
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5)Operation of DE QUEUE(Insert left, Delete left)

Unit Objectives: Student canabletounderstand Circular queue datastructure Broad Objectives of the
chapter/topicare:

1. Ableto understand about circular queue Data Structure

2. Studentcanabletounderstand circularqueue operation(insertatfront,deleteatrear)

3. Studentcanable toknow how ituse full inreal life.

4. Abletounderstand about Double ended queue Data Structure

5. Studentcanabletounderstand Doubleendedqueue operation(insertatleft,deleteatleft)

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Discuss the operationin Circular queue? (Level 2)

2. Describe theoverflowandunderflowconditionfor CircularQueuedatastructure? (Level2)
3. Outline the real life example of queue. (Level 4)

4. Describe the Over flowand Under flow condition of Deque. (Level 2)

5. Explain the algorithm for traversal of deque. (Level 4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Takeacircularqueue CQ whichisallocated 5 memory cells starting from CQ[0] to CQ[4].Performthe followingoperations
onebyoneonitandwritedownfront andrear valueineachandeverystep.

(i) Insert 23,12,45,33 (ii) Delete two elements (iii) Insert43,56 (iv) Deleteone element )
Insert 10

QUIZ: related to Topic objective and outcome (new quiz with real world examples)
1. Letqueuebeacirculararrayhavingsize5.Nowfront=5andrear=5indicatesthatthequeue----------
@ isempty (b)isfull (c)containsonlyoneelement (d)none of these
2. Alinearlistinwhichelementscanbeaddedorremovedateitherendbutnotinthemiddle, isknown as
@ Queue (b)Deque (c)Stack (d) Tree
3. ldentifythedatastructurewhichallowsdeletionsatbothendsofthelistbutinsertionatonlyoneend.

A.Inputrestricteddequeue B. Output restricted gequeue
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C.Priorityqueues D. Stack

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1. ImplementCircular Queue Operationin Cprogramminglanguage usingarray.
2. Implement DOUBLEENDED Queue Operationin C programming language using array ( insert left and delete left)

TOPIC/UNIT/CHAPTER: 3
TitleLinearDataStructure(DE-QUEUE) Date:

12/08/15 Day:Wednesday

CONTENTS
1)DE-QUEUE OPERATION (Insertright, Deleteright) 2) Traverse

3)Priority Queue

Topic/Unit/Chapter Objectives: Student can able to understand De Queue data structure Broad Objectives of
the chapter/topicare:
1. Abletounderstandabout Operation of Doubleended queue Data Structure

2. StudentcanabletounderstandDoubleendedqueue operation(insertatright,deleteatright)

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Produce thealgorithmforinsertright? (Level 3)
2. Outlinethe overflowandunderflowconditionforinsertrightanddeleteright? (Level 4)

3. What doyou understand by Priority Queue? (Level 2)

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1. Implement DOUBLE ENDED Queue Operation in C programming language using Array ( insert left
and delete left)

UNIT: 3

Hewlett-PackardCOURSE FILE ON DATA STRUCTURE AND



Title :Tutorial-IV

Date: 14/08/15 Day: Friday

1. Describe the Over flow and Under flow condition of Deque.

2. Proposean algorithm for traversal of deque.

UNIT: 3
Title: Linear DataStructure(Circular Linked List) Date:

19/08/15 Day: Tuesday

CONTENTS
1) CircularLinkedlist. (Definition)
2) Operationofcircular linked list.
3) Double Linkedlist.(Definition)

4) Operation of Double linked list (Create, Traverse)

Topic/Unit/Chapter Objectives: Student can able to understand Operation of De Queue datastructure Broad Objectives ofthe
chapter/topicare:

1. Studentcanabletounderstand Circular linked list.

2. Howtocreate, traverseacircular linked list.

3. Howto Insertand Deletean element fromacircular linked list?

4. Studentcanabletounderstand doublelinked list.

5. HowtoCreateandtraversethedoublelinkedlist?

6. Writedowntheadvantagesofdoubly linked listoversingly linked list.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Explain analgorithmfor Creationandtraversal of Circular linked list. (Level 4)
2. Explain thealgorithm forinsertionand deletion of Circular linked list. (Level 4)
3. ExplainanalgorithmforCreationandtraversal (forwardandbackworddirection)ofDoublelinkedlist. (Level 4)

4. Compare betweensingly linked listand doubly linked list. (Level 4)
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HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1) Drawecircular linked lists which have 5 nodes.
2) Drawadoublelinked listwhich has 5 nodes.

QUIZ: related to Topic objective and outcome (new quiz with real world examples)

1. Thedisadvantageinusingacircularlinked listis................ccee....
A Itispossibletogetintoinfiniteloop B. Last node points to first node.
C.Timeconsuming D. Requires more memory space

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1. Implement the following operation of circular linkedlist a)Create

b)Traverse
¢)Insertfirst d)insert last
e)Deletefirst f)delete last

TOPIC/UNIT/CHAPTER: 3
Title: Doubly linked list Date:

20/08/15 Day: Wednesday

CONTENTS

Operations of Doubly linked list(Insert, Delete)

Topic/Unit/Chapter Objectives: Student can able to understand about Circular linked list and its operation.
Broad Objectives of the chapter/topic are:

1. How to Insert and Delete an element from a double linked list.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Explain analgorithm for insertion of Double linked list. (Level 4)
2. Explain analgorithm for deletion of Double linked list. (Level 4)
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LABORATORY EXPERIMENT: related to the Topic objective and outcome

1)Implementthefollowingoperationofdoublelinkedlist a)Create
b)Traverse
¢)Insertfirst d)insert last
e)Insertatspecifiedposition f)Deletefirst g)Delete at specified position
h)delete last

TOPIC/UNIT/CHAPTER: 3
Title:Tutorial-VI

Date: 22/08/15 Day: Friday

1. How to delete node at beginning, ending and at specific position?

UNIT: 3
Title: Linear Data Structure(Application of linked list) Date:

25/08/15 Day: Tuesday

CONTENTS
1. Representation of Polynomial expression using array
2. Representation of Polynomial expression using linked list
3.Polynomial addition using linked list

4.Polynomial multiplicationusing linked list

Topic/Unit/Chapter Objectives: Student can able to understand about double linked list and its operation.
Broad Objectives of the chapter/topic are:
1. Studentcanable to understand polynomial addition.

2. Student canableto understand polynomial multiplication.
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Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Explain analgorithmfor Polynomial addition. (Level 4)

2. Explain analgorithmfor Polynomial multiplication. (Level 4)

LABORATORY EXPERIMENT: related to the Topic objective and outcome
L. Implementthe following operation of linked list
a. Polynomial addition.

b. Polynomial multiplication

UNIT: 6
Title : NON -Linear Data Structure( Tree) Date:

26/08/15 Day: Wednesday

CONTENTS
1.Define Tree and its terminology 2.Definition
of binary tree with examples
3. Typesof Tree(complete, strictly , extended)

4. Expression Tree

Topic/Unit/ChapterObjectives: Studentcanabletounderstand aboutoperationofdoublelinkedlist Broad Objectives of the
chapter/topicare:
1. Studentcan ableto understand Tree.

2. Concepts of binary tree

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Whatdo you understand by complete binary tree? (Level 2)

2. Describethefollowingterms:Degree, terminal ,rootnode, height,child (Level 2)
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HOMEWORK:relatedto Topicobjectiveand outcomeasexpressedintermsofindicators/criteriaNA

1) Prove that n,= ny+1 where no is the terminal and n2 is non terminal node degree 2.

QUIZ: related to Topic objective and outcome (new quiz with real world examples)
1.Inarrayrepresentationofbinarytree,iftheindexnumberofachildnodeis6thenthe index number of its

parent node is

(a) 2 (b)3 (©)4 (d)5

UNIT: 3
Title :Tutorial-VII Date:

28/08/15 Day: Friday

1. Constructan Expression tree for this following expression: (A +(B-C)) *
((D-BE)/(F+G-H))
2. ConsiderthefollowingPreorderand Inordertraversalsof abinary tree.
Preorder : ABDGHEICFIJK

Inorder : GDHBEIACJFK

UNIT: 6
Title:NON-Linear DataStructure(BST) Date:

01/09/15 Day: Tuesday

CONTENTS
1. Definitions of BST
2. Construct BST fromin order, pre orderand post order traversal.

3. BSToperationsusingalgorithms[Create, Traverse(Recursiveandnon-recursive)]

Topic/Unit/ChapterObjectives: Studentcanabletounderstand aboutapplicationoflinklist Broad Objectives of the
chapter/topicare:

1. Student can able to know the operation of binary search tree.
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2. Student can able to know how to construct BST from pre order, post order and in order.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Explain the Algorithm for finding number of node fromaBST.(Level 4)
2. Explainanalgorithmforfindinginorderpredecessorofrootnode fromnon-emptyBST.(Level4)
3. Describe BST. (Level2)

4. Writean algorithm for create and traverse BST. (Level 1)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Write an algorithm inorder traversal of BST in non-recursive way.

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1. Implement the following BST Operation
a) Create b)Traverse(preorder, in order, post order in recursive way)

c)Traverse(preorder, inorder innon-recursive way)

UNIT: 6
Title:NON-Linear DataStructure(BST) Date:

02/09/15 Day:Wednesday

CONTENTS

BST operations using algorithms(Insertion)

Topic/Unit/ChapterObjectives: Studentcanabletounderstand aboutnonlineardatastructurelike Tree and itsterminology.
Broad Objectives of the chapter/topic are:

1.How to insert a node in recursive as well as non-recursive way in a BST?

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Explain the Algorithm to insert a node in a BST.(Level 4)
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HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria 1.Insert following

elementsinBST:44,12,34,78,90,6,22,87

1. Implement the following BST Operation
a) Insertthe node using recursive and non-recursive way

UNIT;
Title : Tutorial-VIII Date:

04/09/15 Day:Friday

1) Writean Algorithm for finding in order successor of root node.

2) Traversethegiventreeusing Inorder, Preorderand Postorder traversals.

Given tree:

UNIT: 6
Title:NON-Linear DataStructure(BST) Date:

08/09/15 Day:Tuesday

CONTENTS

BST operations using algorithms(Deletion)
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Topic/Unit/Chapter Objectives: Explanation of operation of binary search tree. Broad Objectives
of the chapter/topic are:

1. Able to understand the Algorithm for deleting node from a BST.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Explain the Algorithm for deleting node from a BST.(Level 4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Write an Algorithm for finding in order successor of root node.

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1. Implement the following BST Operation Delete the
node

UNIT: 6
Title: NON -Linear Data Structure(Threaded Binary Tree) Date:

09/09/15 Day: Wednesday

CONTENTS
1. Threaded BinaryTree
2. Classification of Threaded Binary Tree.

3. Traversal of Threaded Binary tree.

Topic/Unit/Chapter Objectives: Explanation of operation of threaded binary tree. Broad Objectives
of the chapter/topic are:.
1. Studentcanableto understand about threaded binary tree.

2. Studentcanabletoknowtheclassification of Threaded Binary tree

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Whatdoyou understand by Threaded Binarytree? (Level 2)

2. Implementanalgorithmfor Inorder Traverse of Threaded Binary Tree? (Level 3)
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3. Compare the efficiency between threaded binary tree and BST? (Level 4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Draw a Full Threaded Binary Tree which has seven nodes.

QUIZ: related to Topic objective and outcome (new quiz with real world examples)
1. Ifabinarytreeisthreadedforinordertraversalaright NUL L linkofanynodeisreplaced by the address of its

(a) successor (b) predecessor (c)root (d)own

UNIT: 6
Title :Tutorial-1X

Date: 11/09/15 Day: Friday

1. Construct the Binary Search Tree by using the following traversals: Inorder:
DCKEAHBQJI
Postorder: DKECHQIJIBA
2. Drawthe expression tree for the following expressions-
i) A*B+C/D-E$F+G*H

ii) a$b+c—(d+e)/f*g +h

UNIT: 6
Title:NON-Linear Data Structure (AVL tree) Date:

15/09/15 Day:Tuesday

CONTENTS

1. AVL Tree-Definitions
2. BalanceFactor
3. Operationof AVL Tree(Single rotations, Double rotations)
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Topic/Unit/Chapter Objectives: Explanation of more efficient Data structure than binary search tree. Broad Objectives of the
chapter/topicare:
1. Studentcan able to understand about AVL tree.

2. Studentcanable to know the Operation of AVL tree.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Whatdoyou understand by AVL tree? (Level 2)

2. Complete the full form of AVL? (Level 3)

3. Compare BST and AVL tree.(Level 4)

4. Whatdoyouunderstand by pivotnodein AVL tree? (Level 2)

5. Whatdo you understand by Balance factor? (Level 2)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Drawall thegeneral formof rotation forinsertinan AVL tree.
2. Insertthe following keysin AVL tree and show the rotations.

8,12,9,11,7,6,66,2,1,44

QUIZ: related to Topic objective and outcome (new quiz with real world examples)

12 Abinary search tree whose left subtree and right subtree differ in hight by at most 1 unitis called ......
A.AVLtree B. Red-blacktree
C.Lemmatree D. None of the above

TOPIC/UNIT/CHAPTER: 6
Title: NON-Linear Data Structure(AVL Tree) Date:

16/09/15 Day: Wednesday

CONTENTS

Explain Ro R1 R-1 rotation for delete an element

Topic/Unit/Chapter Objectives: Explanation of more efficient Data structure than binary search tree. Broad Objectives of the
chapter/topicare:

1. Student can able to understand about rotation for delete a node from AVL tree
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Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Evaluate the time complexity of AVL Tree? (Level 5)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria 1.Drawallthe general formof

rotation fordeleteanelementfrom an AVL tree

TOPIC/UNIT/CHAPTER: 6
Title: NON-Linear DataStructure(B Tree) Date:

30/09/15 Day: Tuesday

CONTENTS

1. Explain BTree.
2. Operation of B tree with example

Topic/Unit/Chapter Objectives: Explanation of deletion of element form B tree. Broad Objectives
of the chapter/topic are:
1. Studentcan able to understand about B Tree.

2. Student can able to know the Operation of B tree.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Describe B Treetree?(Level 2)
2. Discuss theelementistobe insertinto B- Tree? .(Level 2)

3. Describe anelementistobe Deleted from B- Tree? (Level 2)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Insert ThefollowingelementintoB Treeoforder4:4,7,1,4,22,9,11,55,33,88,77
2. Delete Thefollowing elementintoB Tree of order4 :4,7,1,4,22,9,11,55,33,88,77

UNIT: 1
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Title : Algorithm efficiency and analysisand Sorting

Date: 01/10/15 Day: Wednesday

CONTENTS
1) Define asymptoticnotation.

2) Demonstrate the classification of asymptotic notation.

Topic/Unit/Chapter Objectives: Explanation of more efficient Data structure Broad
Objectives of the chapter/topic are:
1. Studentcanabletorelateabout Big O, Thetaand Omeganotation.

2. Studentcanableto find complexity of analgorithm.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1.Explain Big O, Theta, Omega notation.(Level 4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

Provethat3n2+7n=0(n?)

Provethat3nz+7n="Q(n?)
Provethat3n2+7n=06(n?)
Short notes onasymptotic notations.

QUIZ: related to Topic objective and outcome (new quiz with real world examples)

1.Which of the following shows the correct relationship among some of the more common computing times foralgorithm?
@ O(logn) <O (n)<O(n*logn)<0O (2") <O (n?)

() O(n)<O(logn)<O(n*logn)<0O(21)<0(n2)

() O(n)<O(logn)<O(n*logn)<O(n2)<0O(2")

(d) O(logn)<0O(n)<O (n*logn) <0 (n2) <O (2

UNIT: 9

Title : Searching
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Date: 06/10/15 Day: Tuesday

CONTENTS

1) Searching- Linear Search, Binary search, Interpolation search

2) Timecomplexity of Linear Search, Binary search, Interpolationsearch

Topic/Unit/Chapter Objectives: Explanation of Sorting Broad Objectives
of the chapter/topic are:

1. Studentcanabletounderstandaboutlinearsearchinganditstimecomplexity
2. Studentcanabletounderstandaboutbinarysearchinganditstime complexity
3. Studentcanabletounderstandaboutinterpolationsearchinganditstimecomplexity

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Describe searching? (Level2)
2. CompareBest,averageandworstcasetimecomplexityoflinearsearch. (Level4) 3.CompareBest,

averageandworstcasetimecomplexityofbinarysearch.(Level4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1)Search an smallest element from a matrix

QUIZ: related to Topic objective and outcome (new quiz with real world examples) 1. The worst casetime
complexity of binary searchis

@0(m)  (b)O(n) (c)O(logn) (d) O(n*logn)

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1) Implement linear search, binary search and interpolation search in C programming language

UNIT: 9
Title :Sorting

Date: 07/10/15 Day: Wednesday

CONTENTS
1. Bubble, Insertionsort

2. Time Complexity Analysis
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Topic/Unit/Chapter Objectives: Student can able to understand about algorithm and how analyze time complexity of an
algorithm.

Broad Objectives of the chapter/topic are:
1. ExplainBubble, Insertion sortalgorithm. (Level 4)

2. Explain thetime complexity analysis. (Level 4)

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Classify thebest,worstand average casetimecomplexity ofbubblesort. (Level 2)
2. Classify thebest,worstandaveragecasetimecomplexity of insertionsort?(Level2)
3. Describe modified bubble sort?(Level 2)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria 1.Draw the step of
Bubblesortforthefollowing dataelement:5,1,7,2,4,8

2.Draw the step of Insertion sort for the following data element : 5,1,7,2,4,8

QUIZ: related to Topic objective and outcome (new quiz with real world examples) 1. The bestcasetime
complexity ofthebubblesorttechniqueis

(@0 (n) (b)O(n?) (c)O(nlogn) (d)O(logn)
2.Theworstcasetimecomplexityoftheinsertionsorttechniqueis

(@0 (n) (b)O(n?) (c)O(nlogn) (d)O(logn)

LABORATORY EXPERIMENT: related to the Topic objective and outcome

1. Implementprogramforfollowingsortingalgorithm a)Bubblesort.
b )Insertionsort

UNIT: 1& 6
Title :Tutorial-X

Date: 09/10/15 Day: Friday

1. Find time complexity of the following algorithm: for(i=0;i<n;i++)

for(j=i;j<n;j++)
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for(k=j;k<n;k++)
St
2. Insertthefollowingkeys intheordergivenbelowtobuildtheminto an AVL tree:
9, 14, 32, 20, 5,25 ,46,68.

3. Insert the following keys into a B-tree of order 3:p,q,r,d,h,m,l,s,k,n

UNIT: 8
Title:Sorting

Date: 14/10/15 Day: Tuesday

CONTENTS

1. Selection Sort, Merge sort
2. Time Complexity Analysis

Topic/Unit/Chapter Objectives: Student can able to understand about searching algorithm. Broad Objectives of
the chapter/topicare:
1. Explainselectionand merge sortalgorithm. (Level 4)

2. Explain the time complexity analysis. (Level 4)

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1.Classify the best ,worst and average case time complexity of selection sort ?(Level 2) 2.Classify the best

,worstandaveragecasetimecomplexityofselectionsort?(Level2)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria 1.Drawthestepof
Selectionsortforthefollowingdataelement:15,1,70,2,41,87

2.Draw the step of Insertion sort for the following data element : 5,11,7,12,47,8

QUIZ: related to Topic objective and outcome (new quiz with real world examples) 1. The bestcasetime
complexity ofthe mergesorttechniqueis

(@0 (n) (b)O(n?) (c)O(nlogn) (d)O(logn)

Hewlett-PackardCOURSE FILE ON DATA STRUCTURE AND



40

LABORATORY EXPERIMENT: related to the Topic objective and outcome

2. Implementprogramforfollowingsortingalgorithm a)Selection
sort a )Merge sort

UNIT: 8
Title :Sorting

Date: 15/10/15 Day: Wednesday

CONTENTS

1.Quick sort algorithm and time complexity analysis

Topic/Unit/Chapter Objectives: student can able to understand about sorting and its time complexity Broad Objectives ofthe
chapter/topicare:
1. Studentcanabletounderstand thealgorithm of Quick sort

2. studentcanable to understand Time complexity of Quick sort

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Compare the best,worstand average case time complexity of Quick Sort ?(Level 4)

2. Find the strategy whichisusedtoimplementQuick sort?(Level4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Draw the step of Quick sort for the following data element : 5,1,7,2,4,8,9,11,6

QUIZ: related to Topic objective and outcome (new quiz with real world examples) 1. Thebestcasetime
complexity ofthe quick sorttechnique is

(@0 (n) (b)O(n?) (c)O(nlogn) (d)O(logn)

LABORATORY EXPERIMENT: related to the Topic objectiveand outcome 1.Implementprogramfor
followingsortingalgorithm

a)Quick sort

UNIT: 8& 9

Title :Tutorial-XI
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Date: 16/10/15 Day: Friday

1. Giveacomparativestudyamongbubble,insertionandselectionsortwithexamples.
2. Writethelinearsearchalgorithm.Whatisthe besttimeandworsttimecomplexity ofthisalgorithm.

3. Writethebinarysearchalgorithm.Whatisthe besttimeandworsttimecomplexity ofthisalgorithm.

UNIT:8
Title: Sorting

Date: 28/10/15 Day: Wednesday

CONTENTS

1. Shellsortand Radix sort
2. Time complexityanalysis

Topic/Unit/Chapter Objectives: studentcanabletounderstandaboutmoreefficientsorting Algorithm and its time complexity.
Broad Objectives of the chapter/topic are:

1. StudentcanabletounderstandShellsort.
2. Studentcan able to understandRadix sort.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Implement thealgorithm of Shell Sort.
2. Implement the algorithm of Radix Sort?

HOMEWORK:relatedto Topicobjectiveandoutcomeasexpressedintermsofindicators/criteria

1.Draw the step of Shell sort for the following data element
511,100,79,24,402,801,319,101,604.666,222,873,471,902,184

2.Draw the step of Radix sort for the following data element
511,100,79,24,402,801,319,101,604.666,222,873,471,902,184

LABORATORY EXPERIMENT: related to the Topic objectiveand outcome 1.Implementprogramfor
followingsortingalgorithm

a)Shellsort b)Radix sort
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UNIT:8
Title: Tutorial -XI1 Date;

30/10/15 Day: Friday

1.Sortthe givenvaluesusing Quick Sort.

65 70 75 80 85 60 55 50 45

2.Sortthe givenvaluesusing Merge Sort.

65 70 75 80 85 60 55 50 45

PETNTE =
I

UNtT8

Title Sorting

Date: 03/11/15 Day: Tuesday

CONTENTS
1) Algorithm for Heap sort
2) Constructionof Heaptree

3)Time complexity analysis

Topic/Unit/Chapter Objectives: student can know the algorithm and complexity analysis of merge sort. Broad Objectives of the
chapter/topicare:

3. Student can able to understand the algorithm of heap sort

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1.Comparethe best ,worst and average case time complexity of Heap Sort ?(Level 4)
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2. Explain the Heap sort algorithm? (Level 4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria 1.DrawthestepofHeap

sortforthefollowingdataelement:5,1,7,2,4,8,9,11,6

LABORATORY EXPERIMENT: related to the Topic objectiveand outcome 1.Implementprogramfor
followingsortingalgorithm

a)Heap sort

UNIT: 5
Title:NON-Linear DataStructure(Graph) Date:

04/11/15 Day:Wednesday

CONTENTS
1) Graph definition
2) Typesof Graph: Directed, undirected, complete graph
3) Definitions- weighted/un-weighted edges, sub-graph, degree, cut-vertex/articulation point, pendant

node, clique, complete graph, connected components —strongly connected component, weakly connected component, path, shortest
path, isomorphism

Topic/Unit/Chapter Objectives: student can know the algorithm and complexity analysis of Heap sort. Broad Objectives of the
chapter/topicare:

1.Abletounderstanddefinitionofgraph. 2.Ableto

learn deferent terminology of graph

3. Able to understand different types of graph?

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Describe the definition of graph? ( Level 2)

2. ldentify directed or undirected graph?(Level 4)
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3. Describe the definition of different types of graphs? (Level 2)

4. 1dentify isomorphism of graph? (Level 4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Drawan un directed graph which have 8 vertex and represent it using array.

QUIZ: related to Topic objective and outcome (new quiz with real world examples) 1. Thevertex, removal
ofwhichmakesagraphdisconnected,iscalled

(a)pendantvertex (b)bridge (c)articulationpoint (d)none ofthese

UNIT: 8 &5
Title : Tutorial XII Date:

06/11/15 Day: Friday

1. Createaheap(max/min)withthefollowingdata33,25,67,89,12,55,3,67. Andsortthedata in ascending and
descending order.

2. Shortnotes on heap sort.
3. Drawadirected graphwhichhave8vertexandrepresentitusingarray.

UNIT: 4
Title:NON-Linear DataStructure(Graph) Date:

17/11/15 Day: Tuesday

CONTENTS

1) Graph representations/storage implementations — adjacency matrix, adjacency list, adjacency multi- list.
2) Graph Traversal-BFS and DFS (algorithms with examples)

Topic/Unit/Chapter Objectives: student can know the algorithm and complexity analysis of Radix sort. Broad Objectives ofthe
chapter/topicare:

1. Abletounderstand adjacency matrix and list.
2. Abletounderstand BFS and DFS traversal of graphs
3. Comparison study about BFS and DFS
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Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Howtoconstruct adjacency matrix of agraph? (Level 6)

2. Howto construct agraphusing linked list? (Level 6)

3. ExplainDFSwithexample. (Level 4)

4. Describe the datastructure need to develop DFS? (Level 2)
5. ExplainBFSwithexample. (Level 4)

6. Describe the datastructure need to develop BFS? (Level 2)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. Traverse the following Graph using DFS and BFS

N
- g
o *

y g 7 o \ f
. -+
; ? £ \_\ I,'
£ e

Ve
"

TOPIC/UNIT/CHAPTER: 5
Title:NON-Linear DataStructure(Graph) Date:

18/11/15 Day: Wednesday

CONTENTS
1) SpanningTree
2) Minimum SpanningTree

3)Prim’s algorithm.

Topic/Unit/Chapter Objectives: how to define graph and how to represent graph Broad Objectives
of the chapter/topic are:

1. Ableto know about spanning tree.

2. Ableto understand minimum spanning tree.

3. Abletoknow about Prim’s algorithm with example.
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Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

1. Describeminimumspanning tree? (Level 2)

2. Explain prim’s algorithmwithexample. (Level 4)

HOME WORK: related to Topic objective and outcome as expressed in terms of indicators/criteria

1. UsingPrim’s Algorithmtofindtheminimumspanningtree (MST)ofthegivengraph.

TOPIC/UNIT/CHAPTER: 5
Title :Tutorial-XIV Date:

20/11/15 Day: Friday

1. Starting from the vertex A show BFS and DFS traversal of the following graph.

2. Find outthe BFStree forthe given graph.

NN VA

3. Findoutthe DFStree for the given graph.
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4. FindouttheDFStreeandclassifiedtheedgesforthefollowing Graphwherestartvertexis‘1°.

e

TS
I

UONIT 10

Title :Hashing
Date: 24/11/15 Day: Tuesday

CONTENTS
1)Definition of Hashing
2)Different types of Hashing

3)Collision Resolution techniques

Topic/Unit/Chapter Objectives: student can able to relate how sparse matrix can utilize for space optimization in memory
Broad Objectives of the chapter/topic are:

1. Student can able to understand hashing.

2. Studentcanabletounderstand howmanytypesofhashingtechniquesarethere?

3. Studentcanabletounderstand about collision resolution techniques.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):
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1. DescribeHashing .(Level2)
2. Describe theutilizationofdifferenttypesofhashing?(Level2)

3.Describedifferent types of collision resolution techniques. (Level 2)

HOMEWORK:relatedto Topicobjectiveand outcomeasexpressed intermsofindicators/criteria

1. Calculate load factor.

TOPIC/UNIT/ CHAPTER:

Title :WBUT QUESTION ANSWER SESSION

Date: 25/11/15 Day:33

CONTENTS

Last 5 years university question paper.

Topic/Unit/Chapter Objectives: student can able to relate how sparse matrix can utilize for space optimization in memory
Broad Objectives of the chapter/topic are:

1. Theyareabletoexplaintoanalyze, investigateandevaluate.
2. Theyareabletojudge howtoapply theory.

Once the student has completed this topic/ chapter he/she will be able to answer following questions/perform the
following activities (Performance Criteria/Indicators with Levels of Bloom’s Taxonomy):

Discussion most of the university questions in last 5 years.

a) Teaching Strategy/Method (describe instructional methods, usage of ICT, efficient and engaging
instructions and display the best practices on institutional website)

1) To giveAssignments
2) By giving more interesting examples
3) Giving lectures in power point presentation
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b) Strategy to support weak students

1) Toengagetheweakstudentsinhabitofstudying, lgivehimsomeeasyquestionsinregularbasis.

2) Someweakstudentsalsohaveaproblemthattheyforgetwhattheylearn.Inmyclasslalwaysgive sometips on howto recall
and how to write systematically.

3) Weakstudentsneedspecialattentionevenaftercollegehours.lalways givesomeextrahourstoa weak student.

c) Strategy to encourage bright students

1) Haveanextrachallenge ready thatallows the studentto godeeper intothe subject, learnalittle more, orapply askill he
has just learned in anew way.
2) Somestudentsareengagedwiththefinalyear studentsfortheirfinal project.

d) Efforts to keep students engaged
1) Regularbasis Home Work.
2) 5-10minutesspend inanevery class for question answer session.

3) Quizinregularbasis.
4) Sometechnical assignments in group wise.

e) Analysis of Students performance in the course (internal) (labs, seminars, tests, assignments, quiz,

exam etc)
COA tainmen
100% t t
89% 9
90% 83% 5%
80% 73%
0,
0% go 60
60% | % %
50%
40%
30%
20%
10%
0%
co co co3 Cco4 Co5
u 1 2
m Target 60 60 60% 60% 60%
% %
Attained 73 83 89% 86% 79%
% %
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73%studentshaveattainedthesettargetof60%marksforCO1
83%studentshaveattainedthesettargetof60%marksforCO2
89%studentshaveattainedthesettargetof60%marksforCO3
86%studentshaveattainedthesettargetof60%marksforCO4
79%studentshaveattainedthesettargetof60%marksforCO5

f)  Analysis of Students performance in the course (university results)

TOTAL 9% STUDENTS
ngf(fo%oe%/rse TOTAL STUDENT WHO WHO ATTAINED
2 STUDENTS ATTAINED THE
OUTCOME OUTCOME
University 60% 40 36 90%
Result
g) Student Feedback
2 4
5 0
5 3
0 5
3
1 0
5 2
1 5
1 2 I
Highly Stimulating |Not Adequat More Inadequat
Stimulatin than
LECTURE SUBJECT COVERAGE
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35 40
30
25 30
20
15 20
10

s - -

0

- 0 -
Very Clear Clear DlIgcuIt Encouraged Evaded
follow Discouraged WHETHER
NATURE OF DELIVERY WAS QUESTIONS FROM STUDENTS WERE

40 40
35
30 30
25 1l
20 20
™ 10 T

: o

Fair . Fu ized Pa-ealiz ed
PRESENTATION OF LECTURE WAS Not
realized OBJECTIVE OF THE
COURSE WAS

h) Teacher Self-Assessment (at the completion of course)

AtthecompletionofcourselhaveunderstoodthatCO1andCO5has reachedtheattainmentlevelshot notsatisfactorily.. That’s
whymoreassignmentsandquizquestionsshouldbeprovided.

i) Recommendations/Suggestions for improvement by faculty

Text books are available in the library but in previous edition.That’s why books should be updated.

Siliguri Institute of Technology
INTERNAL ASSESSMENT
REPORT
Paper Name: Data Structure & Algorithm
Paper Code: CS 302
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FACULTYNAME:Ms.SUTAPABHATTACHARYA YEAR: 2015

STREAM:B.TECH[CSE] YEAR:2ND SEMESTER:1ST SECTION:B NO. OF CLASS HELD: 52& 29(For
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MARKS IN

ATTENDANCE INTERNAL QUIZ [10 MARKS] FoTAL
S [5 MARKS] EXAM[15 MARKS=[((1+11)/30)*100]/10
NAME ROLL NO.
N MARKS] 30
MARKS]
TOTAL - R
% | MARks | 1 | Il | Ave [(135' CIISE  \arks
11900114049
1 | RAKESHKUMAR 80.77 5 25 28 | 14 8 11 7 26
11900114050
, | RISABBISWAS By 12 % 14 12 15 9 27
RISHITA 11900114051
3 | CHOWDHURY 88.46 5 25 27 | 14 9 10 7 26
11900114052
4 | RIYAMITRA 80.771 5 |29 o | 5 9 12 7 27
11900114053
s | RUPAMMITRA 46.15| . 16 | | 8 13 9 8 19
SACHIN KUMAR | 11900114054
6 | SAHA 61.54 4 23 22 | 12 11 13 8 24
11900114055
7 | SAGARBHATTARAI 9231 23| 511 9 9 6 22
11900114056
g | SAGARIKAMITRA 923L1 5 |22 91| 10 11 7 26
11900114057
9 | SAHITYAKAUSHIK 92.31| 24 | 59 | 14 9 11 7 26
11900114058
10 | SAMIKANWAR 88461 ¢ |29 5|15 | 13 13 9 29
SAMRAT 11900114059
11 | BHATTACHARIEE 38.46 3 A 03 2 8 9 6 11
B
SANDIPAN 11900114060
12 | CHAKRABORTY 67.31 4 A 22 6 13 13 9 19
B
11900114061
13 | SANGAM GURUNG 86541 | 27 | 4| 14 12 12 8 27
11900114062
14 | SANTANURAKSHIT 67311 , 23] 4| 1o 8 9 6 22
11900114063
15 | SAPTARSHI GHOSH 1001 5 [ 10| o3| 4 10 11 8 17
SAYAN 11900114064
16 | CHAKRABORTY 48.08 3 08 04 4 7 7 5 12
11900114065
17 | SHALINIPRADHAN M2B| 5 |2y 3| 15 15 10 28
SHALINI ROY | 11900114066
18 | CHOWDHURY 57.69 3 25 26 | 14 12 12 8 25
SHASHI KANT | 11900114067
19 | PATEL 90.38 5 24 24 | 12 12 12 8 25
11900114068
50 | SHIRSANA GHATAK 48.08 3 15 u | 8 1 11 8 29
11900114069
21 | SNEHAPARIAAT 7692 22 | 151 10 12 13 9 23
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11900114070
9o | SOHAM SARKAR 86.54 29 18 | 13 10 11 7 25
SOURAVENDU 11900114071
23 | NANDY 71.15 27 | 23 | 13 12 12 8 25
11900114072
o4 | SOUVIK BISWAS 80.77 29 | 55 | 15 10 10 7 27
11900114073
o5 | SRIAGHOSH 76.92 20 | 5 | 11 12 12 8 23
11900114074
26 | SUBHAM GUHA 36.54 AB| o9 | 3 10 10 7 13
11900114075
57 | SUBHOJIT KUNDU 71.15 AB | o5 | 4 12 12 8 19
11900114076
og | SUDIPTASAHA 67.31 3 29 17 | 13 7 10 6 22
11900114077
59 | SURAJSHARMA 73.08| 20 | 47 | 10 12 14 9 23
SURAJIT  KUMAR | 11900114078
30 | DAS 76.92| 4 28 | 24 | 13 12 14 9 26
SWARNAVA 11900114079
31 | MUKHERJEE 92.31| s 28 | 29 | 15 12 12 8 28
11900114080
32 | SWEETY VR I YRR T 9 11 7 22
11900114081
33 | UNALDAS 76921, | 23] g | 1y 8 8 6 21
11900114082
34 | VINITAKUMARI 86.54| 140950 | 4 12 12 8 20
11900114086
35 | ANIRBANHALDAR 5109 5 1170 |10 | 10 8 6 19
11900115095
36 | ADRIAPAUL(L) 62.06 s |13 13| s 9 12 7 20
BINDHYA MANGAN(L) | 11900115096
37 62.06 4 18 | 17 | 10 10 10 7 21
POOJA UPADHYAY(L) | 11900115097
38 65.50 4 20 | 17 | 10 13 12 9 23
g9 | RAATMUKHIAL) | 11900L15098 1 gy | o | 22 | o4 | 12 | 14 14 10 27
SHRADHANJAL] 11900115099
40 | PRADHAN(L) 86.20 22 | 11 | 14 11 8 7 26
5
Siliguri Institute of Technology
53 ATTENDANCE SHEET (LECTURE)
Paper Name: Data Structure and Algorithm
Paper Code: CS302
TS P IS P S IS P S S P S IS IS IS EIFE S S ES IS EO RS
DEEEEHEHEEEEEHEEHEEHENEEEEEEE
meoom4049 [ Q| 0| 0| 2| 1(2|21| 01 2|21|2|010|2|2|1(2|2|1|1]|2|1|2|2|2|3]|0
wmooottdoso | 2 O 1 2 12112102 1[0|2]0[O02(1|0|2|1|2|22|3]|0
mooontdost | 2 0 1f 1 2 12102122 1|2|2]| 0|22 0| 2(122|12]3]|0
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11900115098

11900115099

Siliguri Institute of Technology
ATTENDANCE SHEET (TUTORIAL
CLASS)

Paper Name: Data Structure& Algorithm
Paper Code: CS 302

FACULTYNAME:Ms. SUTAPA BHATTACHARYA

YEAR: 2015

STREAM:BTECH[CSE] ~ YEAR:3%  SEMESTERIST  SECTION:B NO.OFCLASSHELD: 12
~| I~ ©| ©o| © ol o o - C_S
SN NAME ROLLNC. | F| S| 8| 3| S| o| | S| S| 2| & B
~ ) — N N i AN D [QV -
| | RAKESHKUMAR 11900114049 11111 lol1lol1l 1l 1lolol7
, | RISABBISWAS 11900114050 111l ol 1l 1lolol1!l1lo0lo0les
3 | RISHITACHOWDHURY [ 11900114051 1101l o 0]0]0]1 0|0 4
4 | RIVAMITRA 11900114052 1111l o0l 1lolol1l1lolol 1] 6
5 | RUPAMMITRA 11900114053 110l 1]ol1lol 1ol 22121 1]|7
g | SACHINKUMARSAHA [ 11900114054 ololololol1]lo0o]o]lo]|o0]o0]1
7 | SAGARBHATTARAI [ 11900114055 1111 10lol1lol1lol1lo0olol s
g | SAGARIKAMITRA 11900114056 olol1lololololol1lol1]l3
g | SAHITYAKAUSHIK [ 11900114057 ololololol 1l 11111111 1]c6s
10 | SAMIK ANWAR 11900114058 10|10l o0|1]O0|1]|1]0]|1]°6®
SAMRAT 11900114059
11 | BHATTACHARIEE 0| 1 1101011 1 1118
SANDIPAN 11900114060
12 | CHAKRABORTY o| 1110|1001 ]|1]0]|°®6
13 | SANGAM GURUNG 11900114061 ol 1lolol1lol1l1lolol1!ls
14 | SANTANURAKSHIT [ 11900114062 ol 1l 1lol1l1lololol1l1]!cs
15 | SAPTARSHIGHOSH 11900114063 ol 1lolol1lol1l1lololola
SAYAN CHAKRABORTY | 11900114064
16 1 0 0 1 1 0 0 0 0 0 1 4
17 | SHALINTPRADHAN 11900114065 1 l1lol1l1]o]lol1]lo0o]1]o0]6®6
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SHALINI
CHOWDHURY

ROY

11900114066

19

SHASHI KANT PATEL

11900114067

20

SHIRSANA GHATAK

11900114068

21

SNEHA PARIJAAT

11900114069

22

SOHAM SARKAR

11900114070

23

SOURAVENDU NANDY

11900114071

24

SOUVIK BISWAS

11900114072

25

SRIJA GHOSH

11900114073

26

SUBHAM GUHA

11900114074

27

SUBHOJIT KUNDU

11900114075

28

SUDIPTA SAHA

11900114076

29

SURAJ SHARMA

11900114077

30

SURAJIT KUMAR DAS

11900114078

31

SWARNAVA
MUKHERJEE

11900114079

32

SWEETY

11900114080

33

UJJAL DAS

11900114081

34

VINITA KUMARI

11900114082

35

ANIRBAN HALDAR

11900114086

36

ADRIJA PAUL(L)

11900115095

37

BINDHYA MANGAN(L)

11900115096

38

POOJA UPADHYAY(L)

11900115097

39

RAJAT MUKHIA(L)

11900115098

40

SHRADHANJALI
PRADHAN(L)

11900115099

56
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Siliguri Institute of Technology

LABORATORY ATTENDANCE

SHEET
Paper Name:
Paper Code: CS 392

FACULTY NAME:Ms. SUTAPA BHATTACHARYA

YEAR:2015
STREAM:B.TECH[CSE]  YEAR:3RD  SEMESTER:IST  GROUP: Bl No. of
Practical:1 2
1 111 TOTAL
DAY 112 |34 |5]|6 71819 011 1|2 | MARKS
SN NAME
N~ N~ [e0] [e0] [e0] o [ O o o —
PATE | 2| 8| S| @] ]| 5| S| 8|5 3| 8| F
ROLL NO
1 RAKESH KUMAR | 11900114049 ol1 1 1 111 11l 111 11
) RISAB BISWAS 11900114050 1] 1 1 1 1|1 o111 1111 11
RISHITA 11900114051 11
3 | CHOWDHURY 1101 111 11 (11111
A RIYA MITRA 11900114052 1110l 1 0l o 1110011 7
5 RUPAM MITRA 11900114053 ol 1 1 1 0l 1 odoli1l 1110 7
SACHIN KUMAR 11900114054 7
6 | SAHA 0|1 1 1 111 1000|110
SAGAR 11900114055 9
7 | BHATTARAI 0|1 1] 0 111 1 110/ 1|11
SAGARIKA 11900114056 10
8 | MITRA 1 1 0 1 1 1 11110 (11
SAHITYA 11900114057 10
9 | KAUSHIK 1 1 0 1 1 1 11110 (11
10 SAMIK ANWAR | 11900114058 ol 1 1 1 0|1 o111 0l1l1 9
SAMRAT 11900114059 2
11 | BHATTACHARIJEE 0|0 0 1 1 0 00 0|0 O0O)JO]|O
SANDIPAN 11900114060 8
12 | CHAKRABORTY 1101 111 0011 0|01
13 | sancam et T N O N T O T A 1 A I T E R T
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GURUNG
SANTANU 11900114062 8
14 | RAKSHIT 1 1 1 111 0|1/ 1]0]1
SAPTARSHI GHOSH | 11900114063 12
15 1 1 1 1 1 1 (1111111
SAYAN 11900114064 6
16 | CHAKRABORTY 0 0 0 0 1 1 (0 1(1]1
SHALINI 11900114065 12
17 | PRADHAN 1 1 1 1 1 1 (1|1 1)1
SHALINI ROY | 11900114066 9
18 | CHOWDHURY 1 1 1 0 1 10/ 1111
SHASHI KANT | 11900114067 10
19 | PATEL 1 1 1 1 1 00 1|11
SHIRSANA 11900114068 8
20 | GHATAK 1 1 1 1 1 1 (000(1]0
Siliguri Institute of Technology
LABORATORY ATTENDANCE
SHEET
Paper Name: Paper Code: CS 392
FACULTYNAME:Ms.SUTAPA YE
BHATTACHARYA R:
2015
STREAM: B.TECH YEAR:3RD SEMESTER:IST  GROUP:B2 NO. OF PRACTICAL
CSE] — HELD: 11&7(L ateral)
TOTAL
DAY 1 2 3 4 5 6 7 8 9 10 11 MARKS
SN NAME
DATE S5l el 22 el g g2l
N N o — N — N ({e] o
ROLL NO.
1 SNEHA PARIJAAT 11900114069 o1 1 1 0 1 0l 111 1 0 7
) SOHAM SARKAR 11900114070 111 1 1 1 1 1111 1 0 10
SOURAVENDU 11900114071 9
3 | NANDY 110 1 1 1 1 1 1 1 1 0
A SOUVIK BISWAS 11900114072 111 1 1 1 1 1ol 1 1 0 10
5 SRIJA GHOSH 11900114073 111 1 1 1 1 1111 1 1 11
6 SUBHAM GUHA 11900114074 ol11lo 0 0 1 11110 0 0 5
SUBHOUIT KUNDU 11900114075 9
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8 SUDIPTA SAHA 11900114076 1 1 1 1 1 1 1 1 10
9 SURAJ SHARMA 11900114077 1 1 1 1 1 1 0 1 9

SURAJIT KUMAR | 11900114078 10
10 | DAS 0 1 1 1 1 1 1 1 1

SWARNAVA 11900114079 11
11 | MUKHERJEE 1 1 1 1 1 1 1 1 1
1 SWEETY 11900114080 0 1 0 1 0 1 1 1 0 8
13 UJJAL DAS 11900114081 1 1 0 1 0 1 1 1 0 8
14 VINITA KUMARI | 11900114082 1 1 0 1 110 1 1 1 8
15 ANIRBAN HALDAR | 11900114086 0 1 0 1 1 1 1 0 1 7
16 ADRIJA PAUL(L) 11900115095 0 0 1 1 1 0 1 4

BINDHYA 11900115096 0 5
17 | MANGAN(L) 1 1 1 1 0 1

POOJA 11900115097 1 6
18 | UPADHYAY(L) 17111 0 1

11900115098

19 | RAJAT MUKHIA(L) 0 1 1111 1 1 6

SHRADHANJALI 11900115099 0 5
20 | PRADHAN(L) 0 1 1 1 1 1

Siliguri Institute of Technology
RECORDS OF ASSIGNMENTS/QU+Z
Paper Name: Data Structure& Algorithm
Paper Code: CS 302
SN NAME ROLL NO. 5 S| SN NAME ROLL NO. 5 S
<| < <| <
1 RAKESH KUMAR 11900114049 1 1|21 SNEHA PARIJAAT | 11900114069 1 1
5 RISAB BISWAS 11900114050 1 1 | 2 SOHAM SARKAR 11900114070 1 1
11900114051 SOURAVENDU 11900114071

3 | RISHITA CHOWDHURY 1 1 | 23 | NANDY 1 1
4 RIYA MITRA 11900114052 1 1 | 24 SOUVIK BISWAS 11900114072 1 1
5 RUPAM MITRA 11900114053 1 1| 25 SRIJA GHOSH 11900114073 1 1
6 SACHIN KUMAR SAHA 11900114054 1 1 | 26 SUBHAM GUHA 11900114074 1 1
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7 | SAGARBHATTARAI | 11000114055 57 | SUBHOITKUNDU | 11900114075 1
g | SAGARIKAMITRA 11900114056 og | SUDIPTASAHA 11900114076 1
g | SAHITYAKAUSHIK 11900114057 9g | SURAJSHARMA 11900114077 1
11900114058 SURAJIT  KUMAR | 11900114078
10 | SAMIK ANWAR 30 | DAS 1
SAMRAT 11900114059 SWARNAVA 11900114079
11 | BHATTACHARIJEE 31 | MUKHERIEE 1
SANDIPAN 11900114060 11900114080
12 | CHAKRABORTY 32 | SWEETY 1
13 | SANGAM GURUNG 11900114061 g3 | UVALDAS 11900114081 1
14 | SANTANURAKSHIT [ 11900114062 34 | VINITAKUMARI 11900114082 1
15 | SAPTARSHI GHOSH 11900114063 35 | ANIRBANHALDAR | 11900114086 1
SAYAN CHAKRABORTY | 11900114064 11900115095
16 36 | ADRIJA PAUL(L) 1
11900114065 BINDHYA 11900115096
17 | SHALINI PRADHAN 37 | MANGAN(L) 1
SHALINI ROY | 11900114066 POOJA UPADHYAY(L) | 11900115097
18 | CHOWDHURY 38 1
19 | SHASHIKANTPATEL | 11800114067 39 | RAJATMUKHIA(L) | 11900115098 1
11900114068 SHRADHANJALI 11900115099
20 | SHIRSANA GHATAK 40 | PRADHAN(L) 1
Siliguri Institute of Technology
LIST OF PRACTICAL’S
Paper Name: Data Structure& Algorithm
Paper Code: CS 392
Hours
Details of Experiment(s
SN P ©) Allotted
Implement the following Operation of Array data structure :
1 1) Insertanddeleteanelementintoan Array. 3HRS
2) Traverse thearray.
Implement the following Operation of Single linked list :
2| 1) Createand Traverseasingle linked list. 3HRS

2) Insertand delete anelement from alist
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3) Reverseasinglelist.
4) Searching the element from the list
5) Sorting the node values inascending order
1) Implement The following Stack Operation using Array and Linked List : a)PUSH()

3 b)POP() ¢) Traversal

3HRS

2) Writeaprogramtoimplement Towerof Hanoi and8 queenpuzzle problem using recursion
1)Implement The following linear Queue Operationusing Array and Linked list :
a)Enqueue() b)Dequeue() c)Traversal

) 2)Implement The following Circular Queue Operation using Array : a)Enqueue() b)Dequeue() c) 3HRS
Traversal

5 ImplementThefollowingDoubleendedQueue OperationusingArray:
a)Insertleft() b)Insertright() c) Delete left() d) Delete right() ) Traversal() SHRS
Implement the following Operation of Double linked list :

6 1) Createand Traverseadouble linked list. 3HRS
2) Insertanddelete anelement fromalist.
Implement the following Operation of Circular linked list :

7 1) Createand Traverseadouble linked list. 3HRS
2) Insertanddelete anelement fromalist.
Writeaprogramtoimplement polynomial addition and multiplication using linked list.

8 3HRS
Implement The following Binary search Tree operation :

9 a) Insert an element b) Delete an element 3HRS
c) Search an element
Develop the following sorting algorithm:

10 a)Bubble sort b)Selection sort c) Insertion Sort d)Merge sort 3HRS
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a)Quick sort b)Heap sort c)Shell sort

Develop the following sorting algorithm:

3HRS

12

Develop the following searching algorithm:

Linear Search, Binary Search and Interpolation search

3HRS

Siliguri Institute of Technology
SESSIONAL/PRACTICAL PERFORMANCE
RECORD
Paper Name: Data Structure and Algorithm Lab

Paper Code: CS 392

FACULTYNAME:MsSUTAPABHATTACHARYA

YEA
R:

2015

STREAM:B.TECH[CSE] YEAR:3RD SEMESTER:1sT SECTION: B
Lab_A3(P Lab_A4(P10,
SN NAME ROLL NO L;?—Fglf\;l’izzig' L‘;bs—?ﬂz(ﬁf’%“ 9) PI1P12) | TOTAL[40]
P8)Marks: PS)Marks: Marks:4 Marks:11
1 RAKESH KUMAR 11900114049 15 8 4 9 36
2 RISAB BISWAS 11900114050 14 9 4 11 38
3 RISHITA CHOWDHURY 11900114051 14 9 4 11 38
4 RIYA MITRA 11900114052 13 9 4 11 37
5 RUPAM MITRA 11900114053 7 5 4 8 24
6 SACHINKUMARSAHA 11900114054 10 6 4 9 29
7 SAGAR BHATTARAI 11900114055 9 6 4 9 )8
8 SAGARIKA MITRA 11900114056 14 9 4 11 38
9 SAHITYA KAUSHIK 11900114057 12 9 4 11 36
11900114
10 SAMIK ANWAR 900114058 14 9 4 11 38
SAMRAT 11900114059

11 | BHATTACHARIJEE 7 7 2 4 21
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SANDIPAN 11900114060 13 10
12 | CHAKRABORTY 35
11900114061
13 | SANGAMGURUNG 14 11 38
11900114062
14 | SANTANURAKSHIT 13 11 37
11900114063
15 SAPTARSHI GHOSH 13 11 36
16 SAYAN CHAKRABORTY | 11900114064 11 9 3
11900114065
17 | SHALINIPRADHAN 14 11 38
SHALINI ROY | 11900114066 13 11
18 | CHOWDHURY 36
11900114067
19 SHASHI KANT PATEL 13 9 35
11900114068
20 SHIRSANA GHATAK 11 9 32
11900114069
21 SNEHA PARIJAAT 11 11 35
11900114070
29 SOHAM SARKAR 12 11 36
11900114071
23 SOURAVENDU NANDY 11 8 30
11900114072
o4 SOUVIK BISWAS 14 11 38
11900114073
o5 SRIJA GHOSH 14 10 35
11900114074
2 SUBHAM GUHA 8 7 24
11900114075
7 | SUBHOJITKUNDU 14 10 36
11900114076
28 SUDIPTA SAHA 11 10 3
11900114077
29 SURAJ SHARMA 13 9 35
SURAJIT KUMAR DAS 11900114078 13 11
30 37
SWARNAVA 11900114079 14 11
31 | MUKHERIJEE 38
11900114080
32 SWEETY 13 10 35
11900114081
33 UJJAL DAS 11 9 33
11900114082
34 VINITA KUMARI 8 8 24
11900114086
35 ANIRBAN HALDAR 8 6 99
11900115095
36 ADRIJA PAUL(L) 11 9 29
37 BINDHYA MANGAN(L) | 11900115096 11 9 ”g
38 POOJA UPADHYAY(L) 11900115097 13 11 37
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39 | RAJAT MUKHIA(L) 11900115098 13 9 4 10 36
SHRADHANJALI 11900115099
40 | PRADHAN(L) 12 9 4 11 3

NAME WITH ROLL NUMBERS OF STUDENT WHOSE ACADEMIC PERFORMANCE IS NOT
SATISFACTORY

Sl Name of Student Roll No. Remedial measures taken by teacher
1 RUPAM MITRA 11900114053
9 SACHIN KUMAR SAHA 11900114054
Additionaldoubtclearingsessions
] SAMRAT BHATTACHARJEE | 11900114059 Providing extra  assignments 0
studentswithpoorattendance.
SANDIPAN CHAKRABORTY | 11900114060 Guiding  them  through previous
4 question papers
SAVAN CHAKRABORTYTY | 11900114064 nghll_ghtmg important and frequently asked
5 questions
CERTIFICATE

I,theundersigned,havecompletedthecourseallottedtomeasshownbelow

SI. No. | Semester Subject with Code Total Remarks
Chapters
1 310 Data Structure& Algorithm (CS302) 10
' Data Structure & Algorithm Lab (CS 392)
Date: Signature of Faculty

Submitted to HOD
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Certificate by HOD

l, the undersigned, certify that Prof. Sutapa Bhattacharya has completed thecourse work allotted to

him satisfactorily / not satisfactorily.

Date :

Signature of HOD

Submitted to Director

Date :

Signature of Director
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